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Abstract
The past decade has witnessed a proliferation of studies aimed at characterizing the human connectome. These projects map 
the brain regions comprising large-scale systems underlying cognition using non-invasive neuroimaging approaches and 
advanced analytic techniques adopted from network science. While the idea that the human brain is composed of multiple 
macro-scale functional networks has been gaining traction in cognitive neuroscience, the field has yet to reach consensus on 
several key issues regarding terminology. What constitutes a functional brain network? Are there “core” functional networks, 
and if so, what are their spatial topographies? What naming conventions, if universally adopted, will provide the most utility 
and facilitate communication amongst researchers? Can a taxonomy of functional brain networks be delineated? Here we 
survey the current landscape to identify six common macro-scale brain network naming schemes and conventions utilized 
in the literature, highlighting inconsistencies and points of confusion where appropriate. As a minimum recommendation 
upon which to build, we propose that a scheme incorporating anatomical terminology should provide the foundation for a 
taxonomy of functional brain networks. A logical starting point in this endeavor might delineate systems that we refer to 
here as “occipital”, “pericentral”, “dorsal frontoparietal”, “lateral frontoparietal”, “midcingulo-insular”, and “medial fron-
toparietal” networks. We posit that as the field of network neuroscience matures, it will become increasingly imperative to 
arrive at a taxonomy such as that proposed here, that can be consistently referenced across research groups.
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Introduction

As fields of science mature, they formalize by adopting 
standardized terminology. In biology, for example, the tax-
onomic categories of kingdom, phylum, class, order, fam-
ily, genus and species are universally accepted and utilized 
to communicate new research findings. Such classification 
systems are grounded in accepted principles specific to a 
given field, and their consistent usage greatly facilitates 

discovery and progress in scientific inquiry. In the imaging 
neurosciences, the adoption of standardized 3-dimensional 
coordinate systems such as those utilized in the Talairach 
atlas (Talairach and Tournoux 1988) and later the Montreal 
Neurological Institute (MNI) atlas (Collins et al. 1994) revo-
lutionized neuroimaging by providing a means for research-
ers to compare results across different studies using common 
reference points.

The emerging field of network neuroscience aims to 
understand the principles and mechanisms underlying cogni-
tion and behavior by studying structural and functional brain 
networks (Bassett and Sporns 2017). Improved neuroimag-
ing data acquisition protocols, computational advances, and 
population neuroscience data sharing initiatives have con-
tributed significant insights over the past decade (Van Essen 
et al. 2013; Zhou et al. 2019). Yet, theoretical advances have 
not always kept pace with these methodological innovations 
and achievements. As an example, the notion of “large-scale 
neurocognitive networks” describing the neural architecture 
subserving cognition and behavior has persisted for nearly 
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30 years. Even before the widespread use of non-invasive 
neuroimaging, neurologists theorized based on lesion stud-
ies that cognitive processes including attention, language, 
and memory rely on distributed processing within “multi-
focal neural systems” rather than specific anatomical sites 
(Mesulam 1990). However, we have yet to arrive at a clear 
definition of what precisely constitutes a large-scale neu-
rocognitive network. Contemporary network neuroscience 
is fragmented due to the lack of consistent naming conven-
tions. Consider the three statements below:

“The cingulo-opercular network includes the anterior 
prefrontal cortex, anterior insula/frontal operculum, 
dorsal anterior cingulate cortex and thalamus” (Dosen-
bach et al. 2008).
“The anterior insular cortex is thought to be a key node 
of a salience network that also includes the dorsal ante-
rior cingulate cortex and other subcortical and limbic 
structures” (Uddin 2015).
“Core regions of the ventral [attention] network 
include temporoparietal junction…and ventral fron-
tal cortex, including parts of the middle frontal gyrus, 
inferior frontal gyrus, frontal operculum, and anterior 
insula” (Corbetta et al. 2008).
In all of these cases, the authors refer to a functional 

brain network that includes the anterior insula. In these 
three instances, the authors use specific terms to refer to 
the networks of interest (“cingulo-opercular network”, “sali-
ence network”, and “ventral attention network”) and go on 
to ascribe different—if partially overlapping—functions to 
them. This proliferation of terminology is particularly prob-
lematic when one attempts to integrate information across 
multiple empirical investigations. Indeed, one can imagine 
a scenario in which a researcher might search for studies 
investigating the role of the anterior insula in the ventral 
attention network but be completely unaware of relevant 
publications using the salience or cingulo-opercular network 
terminology.

If we were to synthesize the claims implicit in these 
descriptions, we might posit that a single brain region, 
the anterior insula, participates in multiple functional net-
works. The anterior insula example highlights the ubiquitous 
“many-to-many mapping” dilemma which arises when we 
consider structure–function mapping in the brain. The fact 
that the anterior insula is thought to participate in multiple 
large-scale brain networks is perhaps not surprising consid-
ering that this region shows diverse patterns of co-activa-
tion (Uddin et al. 2014), dynamic functional connectivity 
(Nomi et al. 2016), and structural connectivity (Nomi et al. 
2018) consistent with this capacity. Yet, network naming 
conventions that have been widely adopted by researchers 
in the field have yet to sufficiently capture this complexity. 
Some have acknowledged this explicitly, conceding both 

that individual brain regions participate in many functions, 
and that many functions are carried out by multiple brain 
regions (Pessoa 2014). Others have posited the existence 
of domain general, distributed structure–function mappings 
that account for a range of cognitive phenomena (Barrett 
and Satpute 2013). Alongside these conceptualizations, the 
“neural context” hypothesis—the idea that the functional 
relevance of a brain area depends on the status of other con-
nected areas (McIntosh 2004)—provides another illustration 
of the difficulties inherent to structure–function mapping in 
the brain. The neural context hypothesis has been extended 
to the whole-brain level, where it has been shown that static 
localized networks are superordinate approximations of 
underlying dynamic states (Ciric et al. 2017). In light of 
these considerations, any attempt to derive a universal tax-
onomy of functional brain networks must balance the need 
for communication amongst researchers investigating simi-
lar phenomena with the desire to accurately represent the 
dynamic, hierarchical nature of the brain.

While there are complex dynamics at play when we 
observe large-scale neurocognitive systems, a remarkable 
degree of consensus has been obscured by disparate net-
work characterizations. We begin by briefly surveying how 
functional brain networks are currently (inconsistently and 
incompletely) defined. We explore the question of how many 
networks are thought to exist at the macro-scale, as well 
as their purported anatomical configurations and dynamic 
properties. Finally, we outline a proposal for a suggested 
universal network naming scheme, or taxonomy, that should 
facilitate future cross-study comparisons, meta-analyses, and 
empirical investigations.

How is a Functional Brain Network Defined? 
How Many Functional Brain Networks Are 
There?

A fundamental construct in neuroscience is the definition 
of a brain area. Brain areas are defined by their functional 
specificity, connectivity, architectonics and topographic 
organization (Felleman and Van Essen 1991; Van Essen and 
Glasser 2018; Eickhoff et al. 2018b). Not all four criteria are 
met in defining brain areas. Substantial effort by neuropsy-
chologists and cognitive neuroscientists has delineated the 
putative functions of many regions of the brain. Intercon-
nected brain areas form large-scale networks, observable 
at the macro-scale. What constitutes a connection between 
brain regions for a functional network is typically a statisti-
cal dependency, such as a correlation or covariance (Friston 
1994). Stable functional networks are likely underpinned by 
mono- or poly- synaptic white matter connections (Lu et al. 
2011). Critically, the functional interactions of the brain 
regions comprising a network, both within the network and 
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with the rest of the brain, lead to the emergence of complex 
behavior that is likely more than additive of the discrete 
computations of each region alone (Mesulam 1990).

Brain networks are characterized in graph theory as com-
prising nodes (brain regions) and edges (connections). By 
examining patterns of pairwise associations and network-
level properties, graph theory has been extremely success-
ful in characterizing the architecture of the brain. However, 
not all graphs, or brain networks characterized by network 
statistics, are equal. A common approach to studying the 
functional network architecture of the brain is to examine 
the functional connectivity between approximately equally-
sized segments of cortex. However, nodes (parcels, vertices 
or voxels) rarely constitute brain areas as defined above (Wig 
et al. 2011). Network neuroscientists have been successful 
in delineating large-scale systems, as well as some of their 
functional attributes (Betzel and Bassett 2017). Regrettably, 
much of the fine-grained information related to the function 
of specific areas is lost as the pieces are broken up and put 
back together agnostically without consideration of any of 
their relevant functional or structural properties. A critical 
way forward in determining the cognitive network neurosci-
ence architecture of the human brain will be to assemble 
networks from brain regions. For this reason, our proposed 
solution to the number of networks will be low. There is 
structure within every level of analysis in the human brain, 
and solutions depend upon the unit of measurement and 
analysis, as we discuss next. This “resolution issue” will 
account for some of the variability in characterizing the 
number of brain networks based on analytic approaches. 
Here we focus on functional brain networks, though similar 
issues of node and edge definition arise when considering 
structural properties (Eickhoff et al. 2018a, b).

It is important to note that different network definitions 
and node selection procedures can create confusion in the 
literature. Different naming conventions for brain areas and 
idiosyncratic seed (region-of-interest, ROI) selection dur-
ing network construction can further contribute to apparent 
inconsistencies in the network neuroscience literature.

The question How many functional brain networks are 
there? is ultimately ill-posed given the hierarchies inher-
ent to the network architecture of the brain. Organization 
is observed at multiple levels of analysis in neuroscience 
(Sejnowski et al. 1988). A multi-resolution decomposition 
of large-scale functional networks into functional areas with 
hierarchical ordering has recently been demonstrated (Urchs 
et al. 2019). Coarse- and fine-grained network parcellations 
both provide valid solutions for network analysis. Never-
theless, low model order independent component analysis 
(ICA), meta-analysis of task-fMRI (Smith et al. 2009), and 
whole-brain parcellation studies (Yeo et al. 2011) provide 
the basis for our claim that six networks represent a rea-
sonable starting point for taxonomy building. Rather than 

continue with a proliferation of network names based on idi-
osyncratic findings, we suggest that the field should embrace 
a common nomenclature to provide a basis for integration of 
findings across a fractionated literature.

Some of the earliest resting state fMRI studies to deline-
ate multiple macro-scale networks arrived at 5 (De Luca 
et al. 2006) and 10 (Damoiseaux et al. 2006) networks, 
respectively. These earlier works, combined with evidence 
from parcellation studies for seven (Yeo et al. 2011) and 
five (Doucet et al. 2019) networks observable at the macro-
scale, were considered in our current proposal. As it will 
likely be easier for the community to agree upon a small set 
of core networks rather than a larger number, our proposal 
here centers around six functional brain networks that appear 
ubiquitously in both task and resting state fMRI investiga-
tions. In an effort towards standardization, here we call these 
the occipital network (ON), pericentral network (PN), dorsal 
frontoparietal network (D-FPN), lateral frontoparietal net-
work (L-FPN), midcingulo-insular network (M-CIN), and 
medial frontoparietal network (M-FPN) (Fig. 1).

Our proposed taxonomy is cortico-centric at present, 
though subcortical and cerebellar structures associated with 
each network are delineated where adequate information 
permits. Subcortical and cerebellar nodes are clearly associ-
ated with each of the networks we discuss. In the interest of 
focusing on the issue of network nomenclature, rather than 
network composition, we refer the reader to several previ-
ous works that have carefully delineated these components 
(Buckner et al. 2011; Choi et al. 2012; Ji et al. 2019).

At higher resolution, the six networks identified here will 
fractionate into subsystems (for example, the dissociation of 
the language network from the medial frontoparietal default 
network, and primary from secondary visual regions (Ji et al. 
2019)). It is important to remember that fractionated sys-
tems will likely show greater functional affiliation within 
the broader macro-scale network than between macro-scale 
networks, though time-varying analysis may reveal dynamic 
affiliations of brain regions with areas outside their core net-
works (Uddin 2014).

Resting-State Functional Connectivity

Large-scale brain networks have been successfully deline-
ated using an approach referred to as resting-state functional 
connectivity (RSFC). This approach examines synchro-
nized patterns of spontaneous oscillations in blood-oxygen 
level dependent (BOLD) signal measured at rest with MRI 
(Biswal et al. 1995) (see Fox and Raichle 2007 for review). 
Some of the earliest studies using RSFC to delineate macro-
scale functional brain networks used ICA. ICA is a model-
free approach that decomposes neuroimaging datasets 
into a set of independent one-dimensional time series and 
associated three-dimensional spatial maps that describe the 
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temporal and spatial characteristics of the underlying sig-
nals (Beckmann et al. 2005). Many investigators using ICA 
label the derived components by letter (Damoiseaux et al. 
2006) or number (De Luca et al. 2006) in publication figures, 
while speculating on possible functional interpretations of 
these coherent systems in the text. In practice, ‘naming’ of 
networks is often an ad hoc process by the investigators, 
who may or may not choose to label networks derived from 
resting state fMRI data on the basis of spatial similarity with 
activation patterns seen in task fMRI datasets (Smith et al. 
2009).

Importantly, the dimensionality of ICA, or the number of 
networks, can be set by the user or estimated from the data. 
Therefore, ICA cannot be used in isolation to determine the 
absolute number of large-scale functional networks. ICA is 
useful, however, for producing data-driven components con-
stituted by functionally connected brain regions. Investiga-
tors often select lower model order ICA (e.g. 20 components 
or fewer) when attempting to recover macro-scale functional 
networks (Ray et al. 2013), and higher model order ICA (e.g. 
100 components or greater) when aiming to achieve brain 
parcellation (Kiviniemi et al. 2009) or delineate ROIs to be 
used in subsequent analyses (Allen et al. 2014). An interest-
ing point to note is that as higher model orders effectively 
break down larger components into smaller ones, ICA can 
provide information regarding network hierarchies (Smith 
et al. 2009).

One network identification scheme derived from rest-
ing state fMRI data that has been very influential is that 
proposed by Yeo et al. (2011). Yeo and colleagues used a 
clustering algorithm to parcellate the cortex into networks of 
functionally coupled brain regions using two large samples 
(n = 500 each). The assumption here and in similar resting 
state fMRI parcellation work (e.g. Power et al. 2011) is that 
cortical networks can be defined as sets of regions with simi-
lar profiles of cortico-cortical functional connectivity. Here, 
the authors struggle with the question regarding the number 
of networks that need to be specified, ultimately deciding 
that none of their conclusions depend on a strong assump-
tion that there is one correct answer. They go on to examine 
the stability of the derived clusters, to arrive at a coarse 
(7-network) and finer (17-network) solution. Still, they are 
cautious to state that the focus on 7- and 17-network solu-
tions should not be taken to imply that meaningful properties 
are absent in alternative schemes (Yeo et al. 2011). Indeed, 
in that same work, they demonstrate that multiple network 
solutions exhibit similar levels of stability, underscoring the 
point that there is often no one correct solution or number 
of networks.

With regards to the question of what to call these net-
works, the authors are again careful. While they provide 
common names associated with each network (e.g. visual, 
somatomotor, dorsal attention, ventral attention, limbic, 
frontoparietal, default), in a figure caption they state: “This 

Fig. 1  Taxonomy of functional brain networks. In our proposed 
taxonomy, networks are referred to by anatomical names that best 
describe six ubiquitous large-scale functional systems. The names 
in blue refer to the broad cognitive domains with which a given ana-

tomical system is most commonly associated. Only 1–2 core nodes of 
each network are depicted here, though it is understood that multiple 
additional cortical, subcortical, and cerebellar nodes may be affiliated 
with a given network
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should not be taken to mean that our estimated networks 
correspond exactly to those in the literature or that the 
networks code solely for functions associated with their 
assigned name. As examples of limitations of heuristic ref-
erence labels, the violet ventral attention network is likely 
an aggregate of (or closely adjacent to) multiple networks 
in the literature variably referred to as the salience (Seeley 
et al. 2007) and cingulo-opercular networks (Dosenbach 
et al. 2007), and the red default network can be fractionated 
(e.g. Andrews-Hanna et al. 2010).”

Similar caveats can also be seen in other work. For exam-
ple Farrant and Uddin (2015) note in their work that while 
some investigators see the high degree of functional and 
anatomical overlap between the ventral attention network 
and salience network as evidence that they are part of the 
same system (Kucyi et al. 2012), others have conceptualized 
these networks as distinct entities (Power et al. 2011; Cole 
et al. 2013). Unfortunately, this type of nuance is not always 
evident in the broad network neuroscience literature. As no 
universally accepted network naming convention currently 
exists, researchers continue to adopt their own preferred 
nomenclature in publications, contributing to a greater pro-
liferation of network naming schemes.

Task-Activation and Meta-analysis

Another way to define functional networks is by examin-
ing patterns of task co-activation, and amalgamating these 
results through meta-analyses to discover reliable network 
nodes. The first such successful meta-analytic approach led 
to the discovery of the ubiquitous medial frontoparietal net-
work. Reliable decreases in blood flow were found during 
active visual tasks in posterior cingulate, inferior parietal 
cortex, medial prefrontal cortex, and other regions (Shulman 
et al. 1997). It was only later that this constellation of regions 
was described as active “by default” (Raichle et al. 2001), 
and subsequently referred to as the “default mode network” 
upon demonstration of functional connectivity between its 
key nodes (Greicius et al. 2003). This network has been 
reliably observed to be suppressed during many tasks that 
require visuospatial attention and has been referred to as the 
“task-negative network” for its antiphase and largely antago-
nistic relationship with the dorsal frontoparietal attention 
network (Fox et al. 2005) and other lateral frontoparietal net-
works (Sridharan et al. 2008) (see also Dixon et al. (2017)). 
This unfortunate “task-negative” nomenclature has obscured 
the active role of the medial frontoparietal default network in 
numerous forms of cognition. Meta-analytic evidence sug-
gests that this network is involved in memory processes, 
such as recollection, as well as social reasoning (Spreng 
et al. 2009). However, inquiry into cognition is often siloed 
into discrete domains of research, and a common set of co-
active brain regions have been named for discrete cognitive 

functions, with limited cross-talk and enriched understand-
ing of how these seemingly diverse set of functions may rely 
on core mechanisms. For example:

“Recollection - retrieval of qualitative information 
about a past event - is associated with enhanced neural 
activity in a consistent set of neural regions (the ‘core 
recollection network’)…including the hippocampus, 
angular gyrus, medial prefrontal cortex, retrosplenial/
posterior cingulate cortex, and middle temporal gyrus” 
(Thakral et al. 2017).
“The mentalizing system - consisting of the temporo-
parietal junction, the medial prefrontal cortex and the 
precuneus - is activated when behavior that enables 
inferences to be made about goals, beliefs or moral 
issues presented in abstract terms” (Van Overwalle and 
Baetens 2009).
“The neural systems specialized for storage and 
retrieval of semantic knowledge are widespread and 
occupy a large proportion of the cortex in the human 
brain. The areas implicated in these processes can be 
grouped into three broad categories: posterior hetero-
modal association cortex (AG, MTG, and fusiform 
gyrus), specific subregions of heteromodal prefrontal 
cortex (dorsal, ventromedial, and inferior prefrontal 
cortex), and medial paralimbic regions with strong 
connections to the hippocampal formation (parahip-
pocampus and posterior cingulate gyrus)” (Binder 
et al. 2009).
While describing different cognitive processes, the cor-

responding functional neuroanatomy in these three examples 
point to the medial frontoparietal default network. Similar 
to our earlier example centered on the anterior insula, a 
common nomenclature for the underlying network archi-
tecture could enrich the cognitive characterization of these 
systems (e.g. Spreng and Andrews-Hanna 2015). Some of 
the imprecision in the field is explained by an incomplete 
correspondence between RSFC networks and task coactiva-
tion patterns. While there is a broad convergence between 
task-evoked networks (Smith et al. 2009; Laird et al. 2011; 
Yeo et al. 2016) and resting-state fMRI derived networks 
(Yeo et al. 2011), there is not a perfect match. In many cases, 
resting state networks appear to be more broadly distrib-
uted across the cortex, whereas task-evoked networks often 
appear more circumscribed (Yeo et al. 2016). One specula-
tion based on this observation is that resting state networks 
might represent the full functional repertoire of brain modes, 
from which tasks engage subsets of regions as revealed by 
subtraction of tightly-matched control conditions. Projects 
such as the “cognitive atlas” (Poldrack et al. 2011) and the 
“Cognitive Paradigm Ontology” (Turner and Laird 2012) 
that aim to systematically characterized mental processes 
provide critical empirical data with which one can begin 
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to delineate task-evoked networks. Of note, the ubiquitous 
antagonistic brain activation/deactivation pattern between 
dorsal frontoparietal attention and medial frontoparietal 
default network brain regions, discussed above, can be reca-
pitulated using such meta-analytic approaches (Bolt et al. 
2017b; Toro et al. 2008). While an in depth discussion of 
this issue is beyond the scope of the current work, it is worth 
bearing in mind that the degree of correspondence between 
rest and task functional network configurations is a topic of 
ongoing investigation (Cole et al. 2014; Krienen et al. 2014; 
Bolt et al. 2017a).

Complex cognition may also evoke multiple, and interact-
ing, networks. For example, working memory for visuospa-
tial information will engage both the lateral frontoparietal 
control and dorsal frontoparietal attention networks, whereas 
working memory for mnemonic information will evoke 
activity in both the lateral frontoparietal control network 
and medial frontoparietal default networks (Spreng et al. 
2010, 2012). Inter-regional patterns of RSFC have revealed 
that particular regions within the lateral frontoparietal con-
trol network are more functionally aligned with either the 
medial default or dorsal frontopariatal attention networks 
(Spreng et al. 2013). These observations are consistent with 
a fractionation of the extended lateral frontoparietal control 
network into subsystems, with differing functional alignment 
depending upon task demands (Dixon et al. 2018). Depend-
ing on the spatial scale, it is likely that all large-scale neuro-
cognitive networks will fractionate, revealing both network 
hierarchies and dissociable cognitive functions.

Partially owing to these complexities, network neurosci-
ence has largely sidestepped several key issues with regards 
to terminology. A common nomenclature based upon shared 
neuroanatomy would greatly facilitate the integration of 
novel discoveries within a cognitive network neuroscience 
framework. Such integration has the potential to deeply 
enrich our understanding of the macro-scale network archi-
tecture of the human brain and ensure that findings from 
disparate subdisciplines can be more readily accessed and 
incorporated into theory.

Outline of a Universal Taxonomy 
of Functional Brain Networks

As reviewed above, the emerging field of network neurosci-
ence currently suffers from the lack of a consistent network 
taxonomy. This is particularly problematic in that it hinders 
successful interfacing with decades of findings from cogni-
tive neuroscience. The only way we see to remedy this is to 
formally propose a consensus nomenclature, closely tied to 
human neuroanatomy. This proposal synthesizes observa-
tions from RSFC MRI, reliable patterns of functional coacti-
vation from task-based fMRI, and cross-modal convergence 

where available. We suggest common nomenclature for six 
reliable macro-scale brain networks composed of specific 
core brain regions. For each, we provide a primary anatomi-
cal label, as well as a secondary, and necessarily broad, cog-
nitive label. We note that these cognitive labels may need 
to be continuously revised as newer investigations suggest-
ing previously unidentified functionality emerge. For this 
reason, we emphasize a priority to the anatomical network 
label. We name the core regions which comprise each net-
work, noting that additional brain regions may participate 
in any given network through processes including dynamic 
affiliation (Pessoa 2014).

Because most networks are spatially distributed across 
cortical regions, anatomical labels reflect core regions for 
each network. Across studies, the extent of connectivity 
and coactivation can vary for many regions as a function 
of analytic approach, temporal signal-to-noise, and idiosyn-
cratic task-dependent coactivation patterns. We denote these 
as zones that are less reliably characterized where appro-
priate. In addition, we point out cases in which networks 
appear to break down further into separable subsystems. In 
some instances, the nodes we delineate as central to a given 
network can be characterized as “core” or “hub” nodes as 
defined in the graph theoretical sense (van den Heuvel and 
Sporns 2011). Our proposed taxonomy includes brief sum-
maries of the cognitive functions associated with each net-
work, and previously used terms for the network to aid in 
organization of prior observations.

The proposal is that going forward, network neuroscien-
tists and cognitive neuroscientists should endeavor to use 
the following nomenclature whenever possible in order to 
provide a common reference point for other investigators 
interested in similar questions. As discussed, the core net-
works we describe can often fractionate into multiple sub-
systems that may not yet be fully described or agreed upon. 
In the interest of parsimony, we recommend that research-
ers may benefit from using the broad anatomical network 
names suggested here, before further elaborating on the 
extent to which any given set of findings warrants the usage 
of additional nomenclature to more completely describe the 
network structure observed. For illustration purposes, we 
show examples from the literature of networks derived from 
resting-state fMRI parcellations (Yeo et al. 2011; Gordon 
et al. 2017c; Ji et al. 2019) and task-based fMRI (Toro et al. 
2008; Smith et al. 2009; Corbetta and Shulman 2011; Nien-
dam et al. 2012) that guide our taxonomy building project.

Anatomical Name: Occipital Network (ON)

Cognitive Domain: Visual Network

Core regions are the occipital lobe, including striate 
and extrastriate cortex (Fig. 2). This network also likely 
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includes the lateral geniculate nucleus of the thalamus. 
The cognitive label “visual” is applied to this network, as 
the system is robustly observed to be involved in visual 
processing.

Figure 2 illustrates several examples of occipital net-
works. In searching for correspondence between task-
activation and ICA-derived resting state networks, Smith 
and colleagues observe three maps corresponding to 
medial, occipital pole, and lateral visual areas. Parcella-
tions derived solely based on RSFC provide evidence for 
two visual networks, medial and lateral (Yeo et al. 2011; 
Gordon et al. 2017c). Taken together, these parcellation 
studies provided evidence for at least two subsystems 
associated with the ON, one situated more medially, asso-
ciated with primary visual cortex along the calcarine sul-
cus, and another more laterally encompassing extrastriate 
areas involved in visual processing (Haxby et al. 1994).

Note that the dorsal and ventral visual streams 
(Goodale and Milner 1992) likely originate from this 
core occipital network. These streams have been referred 
to as the “where” and “what” pathways for visual object 
perception (Ungerleider and Haxby 1994).

Anatomical Name: Pericentral Network (PN)

Cognitive Domain: Somatomotor Network

Core regions are motor and somatomotor cortices, anterior 
and posterior to the central sulcus. Regions of the pericen-
tral network additionally include the juxtapositional lobule 
(supplementary motor area) (Fig. 3). Less well characterized 
zones include auditory cortex of the superior temporal gyrus, 
which is often encapsulated within this network in studies 
using RSFC. The cognitive label “somatomotor” is applied 
to this network for the system’s well-documented involve-
ment in motor processes and somatosensory processing.

At least two subsystems are likely associated with the PN. 
Left and right separation can be observed using high model 
order ICA (Smith et al. 2009), and dorsal (hand) and ventral 
(face) subsystems appear in some parcellations (Yeo et al. 
2011) 17-network; (Gordon et al. 2017c). At higher resolu-
tion MRI, auditory and somatosensory face areas can also 
be separated (Kong et al. 2019). Note that the PN serves as 
the cortical component of both primary sensory and motor 
pathways.

Fig. 2  Occipital network. a Medial  (120), occipital pole  (220), and lat-
eral  (320) visual areas (Smith et al. 2009). RSN resting state network, 
BM BrainMap meta-analytic activation maps. b Purple and red visual 

networks in 17-network parcellation (Yeo et al. 2011). c Medial (tan) 
and lateral (blue) visual networks (Gordon et al. 2017c)
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Anatomical Name: Dorsal Frontoparietal Network 
(D-FPN)

Cognitive Domain: Attention Network

Core regions include the superior parietal lobule extend-
ing into the intraparietal sulcus, middle temporal complex 
(MT+) and the putative frontal eye fields (BA8) (Fig. 4). 
The dorsal frontoparietal network additionally includes ven-
tral premotor cortex. Less well characterized zones are: (1) 
right-lateralized dorsolateral prefrontal cortex; (2) superior 
colliculus.

Note that the proposed anatomical name for this net-
work is the same as that originally proposed by Corbetta 
and Shulman (2002). The cognitive label “attention” 
is applied to this network for the system’s broad role 
in visuospatial attention. The functions of this system 
include the previously identified processes of the “dorsal 

frontoparietal network” (Corbetta and Shulman 2002) 
which are to prepare and apply top-down selection for 
stimuli and responses. Interestingly, more recent findings 
have shown that the inferior frontal junction (IFJ), along 
the ventrolateral aspect of prefrontal cortex, also displays 
strong functional coupling with D-FPN regions during the 
voluntary deployment and maintenance of visuospatial 
attention. However, this pattern of IFJ connectivity shifts 
from the D-FPN to more ventrolateral regions during more 
stimulus-driven attention (Tamber-Rosenau et al. 2018). 
While this provides some evidence that the D-FPN may 
demonstrate a putative subnetwork architecture based on 
functional connectivity profiles, there remains little evi-
dence to date that the D-FPN is composed of distinct sub-
systems. In resting state fMRI work, the D-FPN is com-
monly referred to as the “dorsal attention system” (Fox 
et al. 2006) or “dorsal attention network” (Yeo et al. 2011).

Fig. 3  Pericentral network. a Sensorimotor areas in 20 (left) and 70 
(right) component ICA solutions (Smith et  al. 2009). RSN resting 
state network, BM BrainMap meta-analytic activation maps. b Blue 
network in 7-network parcellation (Yeo et  al. 2011). c Hand (light 

blue), face (orange), and foot (green) somatomotor comprise three 
networks. Another network labeled auditory/premotor/parietal mem-
ory is also included (Gordon et al. 2017c)
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Anatomical Name: Lateral Frontoparietal Network 
(L-FPN)

Cognitive Domain: Control Network

Core regions are lateral prefrontal cortex along the middle 
frontal gyrus (including rostral and dorsolateral prefrontal 
cortex) and the anterior inferior parietal lobule, into the 
intraparietal sulcus. Regions of the lateral frontoparietal 
network additionally include midcingulate gyrus (Fig. 5). 
Less well characterized zones are: (1) dorsal precuneus; (2) 
posterior inferior temporal lobe, anterior to MT+; (3) dor-
somedial thalamus and head of the caudate. This network 
can sometimes be separated into right and left lateralized 
systems, particularly with ICA (Smith et al. 2009). The 
cognitive label “control” is applied to the L-FPN for the 
system’s broad role in the executive, goal-directed, control 
of information flow in the brain. The functions of this system 
include executive functions, such as goal-oriented cognition, 
working-memory, inhibition and task switching.

Subsystems of the L-FPN have also been identified 
based upon their functional affiliation with other systems. 

One of these subsystems displays preferential connectivity 
with the M-FPN, whereas a second subsystem is prefer-
entially connected to regions of the D-FPN (Dixon et al. 
2018). Regions of the L-FPN showing preferential con-
nections to the medial frontoparietal default network have 
been implicated in the control of internally-directed, cog-
nitive control and attentional processes (Kam et al. 2019). 
In contrast, regions connected to D-FPN have been impli-
cated in the control of stimulus-driven, or externally-
directed, cognitive processes (Murphy et al. 2019). Fur-
ther evidence for this subsystem architecture comes from 
recent evidence that these subsystems show differentiated 
patterns of gene expression (Murphy et al. 2019).

Versions of the L-FPN have also been called the cen-
tral executive (or executive control) network (Seeley et al. 
2007), the multiple demand system (Duncan 2010), the 
extrinsic mode network (Hugdahl et al. 2015), the domain 
general system (Fedorenko et al. 2013), the frontoparietal 
control network (Dosenbach et al. 2008; Vincent et al. 
2008) and the cognitive control network (Niendam et al. 
2012).

Fig. 4  Dorsal frontoparietal network. a Coactivation map based on 
coordinates in left intraparietal cortex (Toro et al. 2008). b Green net-
work in 7-network parcellation (Yeo et al. 2011). c Dorsal attention 
network (yellow) (Corbetta and Shulman 2011). IPS/SPL intraparietal 

sulcus/superior parietal lobule, FEF frontal eye fields, IFJ= inferior 
frontal junction. d Dorsal attention network (green) (Gordon et  al. 
2017c)
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Anatomical Name: Midcingulo-Insular Network 
(M-CIN)

Cognitive Domain: Salience Network

Core regions are bilateral anterior insula and anterior 
midcingulate cortex. Regions of the midcingulo-insular 
network additionally include less well characterized areas 
such as inferior parietal cortex (Yeo et al. 2011), right tem-
poral parietal junction (Corbetta and Shulman 2002) and 
lateral prefrontal cortex (Gordon et al. 2017c), as well as 
subcortical structures, including the substantia nigra/ventral 
tegmental area, periaqueductal grey, central nucleus of the 
amygdala, hypothalamus, parabrachial nucleus, and basal 
ventromedial nucleus of the thalamus (Seeley et al. 2007; 
Uddin 2015) (Fig. 6).

The cognitive label “salience” is applied to this network 
for its broad role in identifying important, or salient, infor-
mation. Salience processing involves the detection of behav-
iorally relevant environmental stimuli and may include inter-
nally generated (i.e. remembered) information. While the 
term “salience network” originated from analysis of resting 
state fMRI data, this descriptor is consistent with findings 
from task fMRI of homeostatic, emotional, and cognitive 
factors associated with subjective salience (Uddin 2015).

The midcingulo-insular network in our proposed taxon-
omy includes the previously characterized “ventral atten-
tion network” and “cingulo-opercular network”. Variously 
referred to as the “ventral frontoparietal network” (Corbetta 
and Shulman 2002)/“ventral attention system” (Fox et al. 
2006)/“ventral attention network” (Yeo et al. 2011; Rueter 
et al. 2018), this right lateralized system directs attention to 
spatial locations of salient stimuli (Corbetta and Shulman 
2002). We propose that the ventral attention network repre-
sents an instantiation of the larger, bilateral midcingulo-insu-
lar network. The ventral attention network appears to func-
tion mainly during exogenous salience detection, whereas 
the midcingulo-insular salience network plays a broader role, 
engaging across domains during processing of personally 
relevant inputs.

The M-CIN also encapsulates the “cingulo-opercular 
network”, which was originally described as a system 
involved in set-maintenance activities (Dosenbach et al. 
2008). The salience network nomenclature, in contrast, 
comes from studies demonstrating a transient role for the 
anterior insula in detection of salient stimuli and initia-
tion of control signals (Menon and Uddin 2010). A study 
demonstrating that increased demands on moment-to-
moment adjustments are associated with phasic activity 
in midcingulate and anterior insula (Wilk et al. 2012) is 

Fig. 5  Lateral frontoparietal network. a “Left and right frontopa-
rietal”  (920 and  1020) (Smith et al. 2009). RSN resting state network, 
BM BrainMap meta-analytic activation maps. b Orange network in 

7-network parcellation (Yeo et al. 2011). c Cognitive control/execu-
tive function network from meta-analysis (Niendam et  al. 2012). d 
Fronto-parietal network (yellow) (Gordon et al. 2017c)
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consistent with the conceptualization of the midcingulo-
insular salience network as a system for rapid transmis-
sion of important information (Seeley et al. 2007; Uddin 
2016).

In the social neuroscience literature, the M-CIN has 
been referred to as the “empathy network” (Kennedy and 
Adolphs 2012), as both nociceptive and empathic pain 
produce activation in the insula and midcingulate cortices 
(Zaki et al. 2016). In other work, this network has been 
referred to as the “goal priority network”, and related to 
individual differences in conscientiousness (Rueter et al. 
2018).

Parcellations based on repeated measurements from a 
small number of subjects describe dissociations between 
cingulo-opercular, salience, and ventral attention net-
works (Gordon et al. 2017c), whereas those based on hun-
dreds of subjects combine salience and ventral attention 
networks (Yeo et al. 2011). These findings may represent 
a case where individual-connectome and group averag-
ing approaches diverge. Extensive further investigation 
is warranted to ascribe function to possible discrete sub-
systems within the broader M-CIN.

Anatomical Name: Medial Frontoparietal Network 
(M-FPN)

Cognitive Domain: Default Network

Core regions are medial prefrontal cortex, posterior cingu-
late cortex and the posterior extent of the inferior parietal 
lobule. Regions of the M-FPN also include the inferior 
frontal gyrus, middle temporal gyrus and superior temporal 
sulcus, and parahippocampal cortex. Less well characterized 
zones are: (1) areas dorsal and ventral to the posterior cingu-
late, the precuneus and retrosplenial cortex, respectively; (2) 
hippocampus; (3) superior/middle frontal gyrus; (4) ventral 
frontal cortex and anterior temporal lobes; (5) temporopari-
etal junction (Buckner et al. 2008; Yeo et al. 2011; Spreng 
et al. 2013; Andrews-Hanna et al. 2014) (Fig. 7).

The cognitive label “default” is retained due to the con-
tinued lack of consensus regarding even the broad central 
functions of the M-FPN. A primary difficulty in identify-
ing the cognitive functions of this network lies in the rela-
tive remoteness of its regions from motor and perceptual 
inputs in terms of topographical organization (Margulies 

Fig. 6  Midcingulo-insular network. a Salience network (Seeley 
et al. 2007). b Functional connectivity of different nodes of the ven-
tral attention network (Yeo et al. 2011). c Ventral attention network 
(Corbetta and Shulman 2011). SMG supramarginal gyrus, STG supe-

rior temporal gyrus, IFJ inferior frontal junction, IFG inferior frontal 
gyrus, Ins insula. d Cingulo-opercular network (violet) from cortical-
subcortical atlas (Ji et  al. 2019). e Cingulo-opercular, salience, and 
ventral attention networks (Gordon et al. 2017c)
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et al. 2016). The network likely involves the formation, 
temporal binding, and dynamic reconfiguration of associa-
tive representations based on current goal-states. The net-
work also detects the associative relevance of internal and 
external stimuli, providing value coding (Roy et al. 2012) 
and elaboration to perceived events (Bar et al. 2007; Spreng 
et al. 2014). Other accounts suggest M-FPN function accom-
modates predictive coding, semantic associations, and plays 
a role continuously monitoring the environment (Dohmatob 
et al. 2018). Significant work clearly remains to delineate the 
core functions of this system.

At the macro-scale, the M-FPN includes regions previ-
ously identified as the semantic system (Binder et al. 2009) 
and language network (e.g. Ji et al. 2019) for its role in 
semantic cognition (Ralph et al. 2017) and narrative com-
prehension and construction (Mar 2004, 2011). The anterior 
temporal lobes and orbitofrontal cortex, sometimes referred 
to as a “limbic network” (Yeo et al. 2011) are also subsumed 
by the M-FPN.

Functional subsystems of the M-FPN have been identi-
fied with RSFC and task fMRI (Fig. 6d, Ngo et al. 2019; 
Andrews-Hanna et al. 2010, 2014). One subsystem has 
been neuro-anatomically referred to as the medial tempo-
ral lobe subsystem (Andrews-Hanna et al. 2010, 2014). 
This subsystem corresponds to cognitive processes 

including recollection, thereby earning the label of the 
“core network” (e.g. Benoit and Schacter 2015) or “core 
recollection network” (Hayama et al. 2012; Thakral et al. 
2017), but is also involved in imagination, future-thinking, 
counterfactual reasoning (Schacter et al. 2012), and con-
textual associative processing (Bar et al. 2007) central to 
mind-wandering and spontaneous thought (Christoff et al. 
2016). The dorsomedial prefrontal subsystem (Andrews-
Hanna et al. 2010, 2014) has also been referred to as the 
mentalizing system (Van Overwalle and Baetens 2009; 
Spunt and Lieberman 2012) for its role in the inference of 
other people’s mental states. Note that in social neurosci-
ence, particularly in the realm of research investigating 
self-related cognition, brain areas comprising the M-FPN 
are also referred to as “cortical midline structures” (Uddin 
et al. 2007).

Earlier RSFC work characterized the M-FPN as a 
“task-negative” network based on observations that 
regions within the network can exhibit deactivations dur-
ing attention demanding tasks (Fox et al. 2005). However, 
overwhelming empirical evidence has demonstrated that 
the medial frontoparietal network is functionally not a 
task-negative network and is in fact engaged during goal-
directed cognition, depending on the nature of the task 
(Spreng 2012).

Fig. 7  Medial frontoparietal network. a Functional connectivity 
of posterior cingulate seed (Greicius et  al. 2003). b Default mode 
network  (420) (Smith et  al. 2009). RSN = resting state network, 
BM BrainMap meta-analytic activation maps. c Functional connec-
tivity of different nodes of the default network (Yeo et  al. 2011). d 

Medial temporal subsystem (green), dorsal medial subsystem (blue) 
and core (yellow) of the default network (Andrews-Hanna et  al. 
2014). e Default network (red) and adjacent language network (teal) 
from cortical-subcortical atlas (Ji et al. 2019). f Default network (red) 
(Gordon et al. 2017c)
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Outstanding Issues and Future Directions

Several important considerations and outstanding issues 
should be acknowledged with regards to our proposed net-
work taxonomy. Here we focus on macro-scale functional 
networks, with a strong emphasis on converging evidence 
from RSFC and task-activation fMRI studies. In this final 
section, we note that continued development in functional 
connectivity dynamics, accounting for inter-individual 
variability, and incomplete delineation remain significant 
challenges as we move forward in the development and 
adoption of a universal taxonomy.

As we have alluded to throughout, a simplifying 
assumption is that static macro-scale human brain net-
works can be delineated and described. However, recent 
work emphasizes the time-varying nature of functional 
connectivity and the importance of considering temporal 
properties of brain networks (Hutchison et al. 2013). Early 
observations of this phenomenon include work by Chang 
and Glover, who demonstrated that the posterior cingulate 
cortex, a primary node of the M-FPN, exhibits variable 
functional connectivity with the rest of the brain such 
that commonly observed negative correlations between 
the M-FPN and other frontoparietal networks should not 
be viewed as static (Chang and Glover 2010). Some have 
proposed methods for leveraging time-varying properties 
of functional networks for parcellation, uncovering “rep-
resentative dominant patterns” (Preti and Van De Ville 
2017), though these approaches await further validation. 
Controversies surrounding the interpretation of dynamic 
functional connectivity notwithstanding (Hindriks et al. 
2016; Laumann et al. 2017; Liégeois et al. 2017), consid-
eration of brain dynamics remains an intriguing direction 
for future research aimed at network taxonomy delineation.

There is substantial variability across humans in the 
precise spatial location of functional brain areas (Stevens 
et al. 2015). Subject-specific functional localization of 
brain regions using task fMRI provides one solution to 
determining broader network affiliation, which can mean-
ingfully predict individual differences in behavior (Stevens 
et al. 2017). Several researchers have noted that the size, 
location, and spatial arrangement of individual-specific 
brain networks vary substantially across participants 
(Wang et al. 2015; Harrison et al. 2015; Laumann et al. 
2015; Glasser et al. 2016; Gordon et al. 2017a, b, c; Braga 
and Buckner 2017) Recent studies have suggested that the 
spatial arrangement (e.g. topography) and size of individ-
ual-specific networks can be predictive of demographics 
(e.g., sex) and behavior (Bijsterbosch et al. 2018; Salehi 
et al. 2018; Cui et al. 2019; Kong et al. 2019; Li et al. 
2019a, b; Seitzman et al. 2019). Whole brain approaches 
to better estimate and delineate inter-subject variability in 

functional brain regions comprising large-scale brain net-
works are being developed in earnest. These whole brain 
approaches determine individual locations of functional 
brain areas from patterns of RSFC (Chong et al. 2017), 
and may be more sensitive to detecting RSFC associa-
tions with individual differences in behavior (Mwilambwe-
Tshilobo et al. 2019). Furthermore, some have suggested 
that network subsystems might be fully dissociable, rather 
than simply overlapping, when examined within-subject 
and with high-resolution data (Braga and Buckner 2017; 
Braga et al. 2019). In one such example, the dorsal, lateral 
and medial frontoparietal networks were found to each 
represent two fully dissociable networks when examined 
within-subject (Braga and Buckner 2017), an idea that 
warrants further investigation. Finally, analysis of task 
fMRI reveals that inter-subject and task-condition vari-
ability can be influenced by the resolution of the data, 
such that when moving from lower to higher resolution, 
variance in activation maps explained by between-person 
differences increases while variance explained by task 
conditions decreases (Bolt et al. 2019). All of these con-
siderations surrounding inter-subject variability must be 
considered in future iterations of the taxonomy proposed 
here.

Within the proposed six-network taxonomy, many regions 
of cortex are not classified, and subcortical regions are not 
fully incorporated at this time. Our classification most 
prominently excludes ventral temporal cortex. These regions 
have been characterized as “ventral multi-modal” zones in 
a recent parcellation scheme (Ji et al. 2019). Future work 
further incorporating whole brain characterization, includ-
ing subcortical, cerebellar and brainstem structures will be 
essential.

While the task of creating a universally accepted taxon-
omy of human brain networks is daunting, we are optimistic 
that it will be realized in the coming decade. The six-net-
work scheme outlined here is based on a synthesis of prac-
tices and assumptions that are already in place. The critical 
contribution of the current proposal is the introduction of a 
consistent, anatomically-grounded naming convention that 
will enable researchers investigating the same brain systems 
to communicate more effectively. If we can agree on a basic 
set of regions, their rough boundaries, and the conditions 
under which they interact to form a network, then we may 
move forward as a field with a consensus on the macro-scale 
neurocognitive networks of the human brain.

There are multiple approaches for defining large-scale 
networks (Eickhoff et al. 2018a, b). In order to create a tax-
onomy that has a broad impact and is universally adopted, 
a larger group within the community of researchers must be 
engaged. Inspiration for this endeavor could come from sim-
ilar efforts within the neuorimaging community, such as the 
Time Varying Working Group, which has worked towards 
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consensus with regards to issues surrounding the measure-
ment and interpretation of dynamic functional connectivity 
(Lurie et al. 2018). Other groups have worked towards stand-
ardized definitions of functional and effective connectivity 
(Reid et al. 2019), and best practices in MRI data analysis 
and sharing (Nichols et al. 2017). A working group devoted 
to standardization of network naming conventions could 
be assembled to follow up the initial effort presented here, 
potentially drawing upon more varied network characteriza-
tion, such as structural measures.

As it is unlikely that these naming conventions will 
immediately replace those that have been used up to this 
point, we propose a simple process by which a transition 
to the taxonomy proposed here might be adopted. In future 
studies, some researchers may still wish to name their net-
works of interest using their favorite nomenclature for the 
sake of continuity with previous work. However, we would 
urge that they should also include the terminology we intro-
duce here. For example, in future papers using the “sali-
ence network” term, we would hope that the authors include 
“midcingulo-insular network” as a keyword in the publica-
tion so that their work will be accessible in the future. Mov-
ing forward, we suggest that networks not be named for a 
favored cognitive function, particularly when based solely 
on task-evoked activation patterns. The principle of many-
to-many mapping suggests that ascribing a singular function 
to a brain region or network is likely erroneous, and serves 
to deepen the silos of an already fractionated literature. We 
hope that the proposal outlined here is adopted in the fields 
of network neuroscience and cognitive neuroscience, and 
that we will see many more studies examining functional 
properties of the occipital, pericentral, dorsal frontoparietal, 
lateral frontoparietal, midcingulo-insular, and medial fron-
toparietal networks in the years to come.
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